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1. OBJETIVO
Esta politica tem como objetivo estabelecer os principios, diretrizes e responsabilidades que orientam o uso, desenvolvimento e gestéo
de sistemas de Inteligéncia Artificial (“IA”) na Randoncorp, assegurando praticas éticas, transparentes e alinhadas as legislacdes

brasileiras e internacionais.

2. APLICAGAO E ABRANGENCIA

Aplica-se a todos os sistemas, processos e projetos que envolvam IA no contexto da Randoncorp, incluindo filiais, subsidirias,
fornecedores e parceiros nacionais e internacionais. Esta politica cobre tanto atividades internas quanto soluges oferecidas a
clientes e terceiros. Nas Controladas da Randoncorp que possuam 6rgaos deliberativos, esta Politica sera apresentada ao

Conselho de Administragdo ou equivalente, para conhecimento e aplicagéo.

3. REFERENCIAS
e Codigo de Conduta Etica da Randoncorp.
o Politica de Seguranga da Informagdo.
o Politica de Privacidade de Dados Pessoais.
o Politica de Consequéncias.

e Regulamento sobre 0 uso da inteligéncia artificial na Unido Europeia (Al Act).

4. DEFINIGOES

Inteligéncia Artificial (“IA”): é um sistema baseado em maquina projetado para operar com niveis variados de autonomia, que pode
demonstrar capacidade de adaptagéo apds o seu uso, e que, com objetivos explicitos ou implicitos, infere a partir das entradas recebidas

como gerar saidas como previsdes, contelido, recomendagdes ou decisdes capazes de influenciar ambientes fisicos ou virtuais.

Comité Executivo (COMEX): 6rgdo ndo estatutario, composto por executivos de Nivel C (c-level), responsavel pela execugéo da
estratégia de IA da Randoncorp.

Process Owner de IA: Profissional responsavel por gerenciar, supervisionar e garantir o desempenho do processo de IA de ponta a

ponta na companhia.

5. DIRETRIZES

RANDONCORP Informagao Publica Pagina 2 de 7




POLITICA DE INTELIGENCIA ARTIFICIAL é@ |D

RANDONCORP

A adogéo de IA na Randoncorp devera sempre considerar 0s impactos éticos, sociais e regulatorios associados a tecnologia.
As diretrizes incluem: alinhamento com a estratégia corporativa, respeito aos marcos legais aplicaveis, promogéo da inovagéo com
responsabilidade e sustentabilidade. Projetos de IA deverdo ser conduzidos com transparéncia, prestagéo de contas e respeito aos

direitos dos individuos.

5.1 Principios Orientadores
o Etica e Integridade

0 uso de IA na Randoncorp deve respeitar valores éticos, direitos fundamentais e o Codigo de Conduta Etico da Randoncorp,
prevenindo praticas abusivas, impactos negativos e discriminagdo. Todas as decisdes automatizadas devem ser pautadas pela

integridade e responsabilidade corporativa.
o Transparéncia e Explicabilidade

Os sistemas de IA devem operar de forma clara e compreensivel, permitindo que colaboradores, clientes e partes interessadas
entendam os critérios e l6gicas envolvidas nas decisdes automatizadas. A documentagdo dos processos € modelos deve

ser acessivel para auditoria e comunicagéo.
o Rastreabilidade e Auditabilidade

Todas as etapas relevantes do ciclo de vida dos sistemas de IA desde o desenvolvimento até a operagdo devem ser
registradas, possibilitando reconstrugéo das decisdes e prestacdo de contas. Os registros devem permitir auditorias internas

e externas, conforme exigéncias regulatorias e corporativas.
e Supervisao Humana Efetiva

A supervisdo humana é obrigatéria em processos criticos, especialmente aqueles que possam impactar direitos, sequranca ou
conformidade. Decisdes automatizadas devem ser revisaveis por pessoas qualificadas, com possibilidade de intervencéo e

reversdo quando necessario.
e Seguranga, Robustez e Resiliéncia

Os sistemas de IA devem ser projetados e operados com mecanismos de seguranga, testes de robustez e planos de resposta
a incidentes, visando prevenir falhas, ataques cibeméticos e uso indevido. A resiliéncia operacional é fundamental para

garantir continuidade e confianga.
o Protegdo de Dados e Privacidade

O tratamento de dados pessoais em solugdes de A deve sequir a LGPD, e demais normas aplicaveis, assegurando
confidencialidade, integridade, minimizagéo e respeito aos direitos dos titulares. A integragdo com as politicas de privacidade
e seguranca da informagéo da Randoncorp é mandatoria.

o Alinhamento Estratégico e Responsabilidade Corporativa
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A Randoncorp estabelecera as prioridades para o uso de IA, garantindo que todas as iniciativas estejam alinhadas a sua
estratégia, valores e objetivos corporativos. O uso de IA deve contribuir para inovacgdo responsavel, eficiéncia operacional e

geracéo de valor sustentavel para a Randoncorp, os clientes, os colaboradores e a sociedade.

A definicdo da estratégia corporativa é responsabilidade do Comex, que estabelecerd as diretrizes para aplicagdo da IA. A
operacionalizagdo dessas diretrizes é conduzida por meio do Programa Brain, programa corporativo responsavel pela
governanca integral do uso de IA, desde a identificagdo de oportunidades até a execugdo, assegurando ganhos de

produtividade e eficiéncia nos processos operacionais e administrativos.
o Proporcionalidade e Gestéo de Riscos

Os controles e exigéncias aplicados aos sistemas de A devem ser proporcionais ao risco envolvido em cada caso de uso.
Projetos de maior impacto exigem avaliagdes formais, validagdes independentes e aprovagao em instancias de governanca

apropriadas.
o Direitos do Usuario e Contestabilidade

Devem existir canais acessiveis para que usuarios, clientes ou colaboradores possam questionar, revisar e contestar decisdes

automatizadas que os afetem, garantindo transparéncia, respeito ao devido processo e resposta tempestiva.

5.2 Diretrizes Aplicadas ao Ciclo de Vida da IA
o Avaliagdo e Aprovagédo

Todos os desenvolvimentos e aquisi¢des de solugbes digitais com IA embarcada devem ser previamente comunicadas e
submetidas a aprovagéo do Comité de Arquitetura e Governanca de Tl, antes de qualquer implementagdo ou contrato com
fornecedores. A Governanga de Tecnologia da Informagéo assegura alinhamento com objetivos estratégicos, seguranga e

eficiéncia. Fornecedores devem aderir s diretrizes da Randoncorp.
o Desenvolvimento ou Aquisi¢ao

A solugéo de IA deve ser projetada ou contratada respeitando critérios técnicos.
e Implantagéo e Integragao

As solugdes devem passar por validagdes técnicas e operacionais. O monitoramento continuo € obrigatorio. Todos os
envolvidos devem receber treinamento adequado sobre a tecnologia, seus riscos e limitagdes, garantindo uso

responsavel e consciente.
e Operagdo e Monitoramento Continuo

Todas as areas de negdcio devem realizar monitoramento e auditoria das solugdes implementadas. Ferramentas de

monitoramento de atividades poderdo ser utilizadas para prevenir usos indevidos e obsolecencias.
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e Revisédo e Aprendizado

Colaboradores devem fornecer feedback continuo sobre a operagdo dos sistemas. Problemas ou inconsisténcias devem ser

reportados. A capacitag&o continua da equipe garante adaptagéo as melhores praticas e as evolugdes regulatorias.

6. RESPONSABILIDADES

Conselho de Administragao

e Aprovar formalmente esta Politica de IA e suas atualizagdes, assegurando aderéncia aos principios éticos, legais e
estratégicos da Randoncorp;

e Supervisdo de riscos estratégicos, incluindo os relacionados a IA no mapa de riscos corporativos, com tratamento nos

comités apropriados.

Comité Executivo
e  Direciona e apoia a atuacao do Comité Corporativo de IA, garantindo o andamento eficaz da governanga e a integragéo

das areas envolvidas.

Comité Corporativo de IA

o  Estabelecer normas para o uso apropriado de A que se alinhem com as exigéncias dos processos e produtos da empresa;

e Definir um fluxo de aprovagéo claro para projetos de IA incluindo etapas de reviso e validagéo;

o  Realizar avaliagbes éticas e técnicas das solugbes de IA antes de sua contratagdo ou implementacéo, garantindo que a
tecnologia seja adequada aos valores da empresa e aos requisitos operacionais;

o Promover revisdes periodicas para manter a conformidade com as melhores praticas e regulamentos em evolugo;

e Garantir que os funcionarios recebam treinamento adequado sobre o uso responsavel e ético da |A, bem como sobre as

politicas e procedimentos internos.

Comité de Arquitetura e Governanga de Tl
e Revisar e aprovar projetos de A antes de sua implementaco, garantindo que estejam alinhados com os objetivos

estratégicos da empresa e em conformidade com as politicas internas;

Process Owner de IA

e Supervisiona 0 uso, assegura o respeito aos direitos e responde pela conformidade e impactos das decisGes automatizadas

Gestores e Liderangas
e Garantir que a adogdo de IA esteja alinhada com 0s objetivos estratégicos da Randoncorp, identificando como a tecnologia
pode agregar valor aos negacios, melhorar a eficiéncia e criar vantagens competitivas, garantindo que as expectativas de

desempenho e resultados sejam claras e atingiveis.

Funcionarios e Estagiarios
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e Conhecer e cumprir as politicas, diretrizes e procedimentos estabelecidos pela empresa para o uso e contratagao de IA,

garantindo que todas as agbes estejam em conformidade com os padrdes éticos, legais e operacionais.

7. DISPOSICOES GERAIS

Esta politica de IA estabelece diretrizes para 0 uso responsavel e ético de solugdes de IA dentro da Randoncorp. Todos os
colaboradores devem compreender e aplicar estas diretrizes em suas atividades, promovendo a transparéncia, seguranga e

protecdo de dados. O ndo cumprimento das diretrizes podera resultar em medidas disciplinares.

8. INFORMAGOES DE CONTROLE
Esta Politica foi aprovada pelo Conselho de Administragdo na data de 11 de dezembro de 2025, entrando em vigéncia na mesma data.

Responsaveis pelo documento:

Elaboragao Revisao Aprovagao
Comité Corporativo de IA Gestéo de Riscos e Compliance Conselho de Administragéo
Versaio | RCA Data Modificagoes

12 1020 11/12/2025
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